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B usiness Analytics 4E is designed to introduce the concept of business analytics to under-
graduate and graduate students. This edition builds upon what was one of the first collec-

tions of materials that are essential to the growing field of business analytics. In Chapter 1, we 
present an overview of business analytics and our approach to the material in this textbook. In 
simple terms, business analytics helps business professionals make better decisions based on 
data. We discuss models for summarizing, visualizing, and understanding useful information 
from historical data in Chapters 2 through 6. Chapters 7 through 9 introduce methods for both 
gaining insights from historical data and predicting possible future outcomes.  Chapter 10 cov-
ers the use of spreadsheets for examining data and building decision models. In Chapter 11, 
we demonstrate how to explicitly introduce uncertainty into spreadsheet models through the 
use of Monte Carlo simulation. In Chapters 12 through 14, we discuss optimization models 
to help decision makers choose the best decision based on the available data. Chapter 15 is an 
overview of decision analysis approaches for incorporating a decision maker’s views about 
risk into decision making. In Appendix A we present optional material for students who need 
to learn the basics of using Microsoft Excel. The use of databases and manipulating data in 
Microsoft Access is discussed in Appendix B. Appendixes in many chapters illustrate the 
use of additional software tools such as R, JMP Pro and Tableau to apply analytics methods.

This textbook can be used by students who have previously taken a course on basic 
statistical methods as well as students who have not had a prior course in statistics. Business 
Analytics 4E is also amenable to a two-course sequence in business statistics and analytics. 
All statistical concepts contained in this textbook are presented from a business analytics 
perspective using practical business examples. Chapters 2, 4, 6, and 7 provide an intro-
duction to basic statistical concepts that form the foundation for more advanced analytics 
methods. Chapters 3, 5, and 9 cover additional topics of data visualization and data mining 
that are not traditionally part of most introductory business statistics courses, but they are 
exceedingly important and commonly used in current business environments. Chapter 10 
and Appendix A provide the foundational knowledge students need to use Microsoft Excel 
for analytics applications. Chapters 11 through 15 build upon this spreadsheet knowledge 
to present additional topics that are used by many organizations that are leaders in the use 
of prescriptive analytics to improve decision making.

Updates in the Fourth Edition
The fourth edition of Business Analytics is a major revision. We have added online appen-
dixes for many topics in Chapters 1 through 9 that introduce the use of R, the exceptionally 
popular open-source software for analytics. Business Analytics 4E also includes an appendix 
to Chapter 3 introducing the powerful data visualization software Tableau. We have further 
enhanced our data mining chapters to allow instructors to choose their preferred means of 
teaching this material in terms of software usage. We have expanded the number of concep-
tual homework problems in both Chapters 5 and 9 to increase the number of opportunities 
for students learn about data mining and solve problems without the use of data mining soft-
ware. Additionally, we now include online appendixes on using JMP Pro and R for teaching 
data mining so that instructors can choose their favored way of teaching this material. Other 
changes in this edition include an expanded discussion of binary variables for integer optimi-
zation in Chapter 13, an additional example in Chapter 11 for Monte Carlo simulation, and 
new and revised homework problems and cases.

●● Tableau Appendix for Data Visualization. Chapter 3 now includes a new appendix 
that introduces the use of the software Tableau for data visualization. Tableau is a very 
powerful software for creating meaningful data visualizations that can be used to dis-
play, and to analyze, data. The appendix includes step-by-step directions for generating 
many of the charts used in Chapters 2 and 3 in Tableau.

Preface
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●● Incorporation of R. R is an exceptionally powerful open-source software that is 
widely used for a variety of statistical and analytics methods. We now include online 
appendixes that introduce the use of R for many of the topics covered in Chapters 1 
through 9, including data visualization and data mining. These appendixes include 
 step-by-step directions for using R to implement the methods described in these chap-
ters. To facilitate the use of R, we introduce RStudio, an open-source integrated devel-
opment environment (IDE) that provides a menu-driven interface for R. For Chapters 5 
and 9 that cover data mining, we introduce the use of Rattle, a library package provid-
ing a graphical-user interface for R specifically tailored for data mining functionality. 
The use of RStudio and Rattle eases the learning curve of using R so that students can 
focus on learning the methods and interpreting the output.

●● Updates for Data Mining Chapters. Chapters 5 and 9 have received extensive 
updates. We have moved the Descriptive Data Mining chapter to Chapter 5 so that it is 
located after our chapter on Probability. This allows us to use probability concepts such 
as conditional probability to explain association rule measures. Additional content on 
text mining and further discussion of ways to measure distance between observations 
have been added to a reorganized Descriptive Data Mining chapter. Descriptions of 
cross-validation approaches, methods of addressing class imbalanced data, and out- 
of-bag estimation in ensemble methods have been added to Chapter 9 on Predictive 
Data Mining. The end-of-chapter problems in Chapters 5 and 9 have been revised 
and generalized to accommodate the use of a wide range of data mining software. To 
allow instructors to choose different software for use with these chapters, we have 
created online appendixes for both JMP Pro and R. JMP has introduced a new version 
of its software (JMP Pro 14) since the previous edition of this textbook, so we have 
updated our JMP Pro output and step-by-step instructions to reflect changes in this soft-
ware. We have also written online appendixes for Chapters 5 and 9 that use R and the 
 graphical-user interface Rattle to introduce topics from these chapters to students. The 
use of Rattle removes some of the more difficult line-by-line coding in R to perform 
many common data mining techniques so that students can concentrate on learning 
the methods rather than coding syntax. For some data mining techniques that are not 
available in Rattle, we show how to accomplish these methods using R code. And for 
all of our textbook examples, we include the exact R code that can be used to solve 
the examples. We have also added homework problems to Chapters 5 and 9 that can 
be solved without using any specialized software. This allows instructors to cover the 
basics of data mining without introducing any additional software. The online appen-
dixes for Chapters 5 and 9 also include JMP Pro and R specific instructions for how to 
solve the end-of-chapter problems and cases using JMP Pro and R. Problem and case 
solutions using both JMP Pro and R are also available to instructors.

●● Additional Simulation Model Example. We have added an additional example of a 
simulation model in Chapter 11. This new example helps bridge the gap in the difficultly 
levels of the previous examples. The new example also gives students additional informa-
tion on how to build and interpret simulation models.

●● New Cases. Business Analytics 4E includes nine new end-of-chapter cases that allow 
students to work on more extensive problems related to the chapter material and work with 
larger data sets. We have also written two new cases that require the use of material from 
multiple chapters. This helps students understand the connections between the material 
in different chapters and is more representative of analytics projects in practice where the 
methods used are often not limited to a single type.

●● Legal and Ethical Issues Related to Analytics and Big Data. Chapter 1 now includes a 
section that discusses legal and ethical issues related to analytics and the use of big data. 
This section discusses legal issues related to the protection of data as well as ethical issues 
related to the misuse and unintended consequences of analytics applications.
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●● New End-of-Chapter Problems. The fourth edition of this textbook includes more 
than 20 new problems. We have also revised many of the existing problems to update 
and improve clarity. Each end-of-chapter problem now also includes a short header to 
make the application of the exercise more clear. As we have done in past editions, Excel 
solution files are available to instructors for problems that require the use of Excel. For 
problems that require the use of software in the data-mining chapters (Chapters 5 and 9),  
we include solutions for both JMP Pro and R/Rattle.

Continued Features and Pedagogy
In the fourth edition of this textbook, we continue to offer all of the features that have been 
successful in the first two editions. Some of the specific features that we use in this textbook 
are listed below.

●● Integration of Microsoft Excel: Excel has been thoroughly integrated throughout 
this textbook. For many methodologies, we provide instructions for how to perform 
calculations both by hand and with Excel. In other cases where realistic models are 
practical only with the use of a spreadsheet, we focus on the use of Excel to describe 
the methods to be used.

●● Notes and Comments: At the end of many sections, we provide Notes and Comments 
to give the student additional insights about the methods presented in that section. 
These insights include comments on the limitations of the presented methods, recom-
mendations for applications, and other matters. Additionally, margin notes are used 
throughout the textbook to provide additional insights and tips related to the specific 
material being discussed.

●● Analytics in Action: Each chapter contains an Analytics in Action article. Several of 
these have been updated and replaced for the fourth edition. These articles present inter-
esting examples of the use of business analytics in practice. The examples are drawn 
from many different organizations in a variety of areas including healthcare, finance, 
manufacturing, marketing, and others.

●● DATAfiles and MODELfiles: All data sets used as examples and in student exercises 
are also provided online on the companion site as files available for download by the 
student. DATAfiles are Excel files (or .csv files for easy import into JMP Pro and  
R/Rattle) that contain data needed for the examples and problems given in the text-
book. MODELfiles contain additional modeling features such as extensive use of 
Excel formulas or the use of Excel Solver, JMP Pro, or R.

●● Problems and Cases: With the exception of Chapter 1, each chapter contains an exten-
sive selection of problems to help the student master the material presented in that 
chapter. The problems vary in difficulty and most relate to specific examples of the use 
of business analytics in practice. Answers to even-numbered problems are provided in 
an online supplement for student access. With the exception of Chapter 1, each chapter 
also includes at least one in-depth case study that connects many of the different meth-
ods introduced in the chapter. The case studies are designed to be more open-ended than 
the chapter problems, but enough detail is provided to give the student some direction 
in solving the cases. New to the fourth edition is the inclusion of two cases that require 
the use of material from multiple chapters in the text to better illustrate how concepts 
from different chapters relate to each other.

MindTap
MindTap is a customizable digital course solution that includes an interactive eBook, au-
tograded exercises from the textbook, algorithmic practice problems with solutions feed-
back, Exploring Analytics visualizations, Adaptive Test Prep, and more! MindTap is also 
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where instructors and users can find the online appendixes for JMP Pro and R/Rattle. 
All of these materials offer students better access to resources to understand the mate-
rials within the course. For more information on MindTap, please contact your Cengage 
 representative.

WebAssign
Prepare for class with confidence using WebAssign from Cengage. This online learning 
platform fuels practice, so students can truly absorb what you learn – and are better prepared 
come test time. Videos, Problem Walk-Throughs, and End-of-Chapter problems and cases 
with instant feedback help them understand the important concepts, while instant grading 
allows you and them to see where they stand in class. Class Insights allows students to see 
what topics they have mastered and which they are struggling with, helping them identify 
where to spend extra time. Study Smarter with WebAssign.

For Students
Online resources are available to help the student work more efficiently. The resources can 
be accessed through www.cengage.com/decisionsciences/camm/ba/4e.

●● R, RStudio, and Rattle: R, RStudio, and Rattle are open-source software, so they are free 
to download. Business Analytics 4E includes step-by-step instructions for downloading 
these software.

●● JMP Pro: Many universities have site licenses of SAS Institute’s JMP Pro software on 
both Mac and Windows. These are typically offered through your university’s software 
licensing administrator. Faculty may contact the JMP Academic team to find out if their 
universities have a license or to request a complementary instructor copy at www.jmp 
.com/contact-academic. For institutions without a site license, students may rent a 6- or 
12-month license for JMP at www.onthehub.com/jmp.

●● Data Files: A complete download of all data files associated with this text.

For Instructors
Instructor resources are available to adopters on the Instructor Companion Site, which can be 
found and accessed at www.cengage.com/decisionsciences/camm/ba/4e including:

●● Solutions Manual: The Solutions Manual, prepared by the authors, includes solutions 
for all problems in the text. It is available online as well as print. Excel solution files 
are available to instructors for those problems that require the use of Excel. Solutions 
for Chapters 5 and 9 are available using both JMP Pro and R/Rattle for data mining 
problems. 

●● Solutions to Case Problems: These are also prepared by the authors and contain 
solutions to all case problems presented in the text. Case solutions for Chapters 5 and 9  
are provided using both JMP Pro and R/Rattle. Extensive case solutions are also pro-
vided for the new multi-chapter cases that draw on material from multiple chapters.

●● PowerPoint Presentation Slides: The presentation slides contain a teaching outline 
that incorporates figures to complement instructor lectures.

●● Test Bank: Cengage Learning Testing Powered by Cognero is a flexible, online system 
that allows you to:

●● author, edit, and manage test bank content from multiple Cengage Learning solutions,
●● create multiple test versions in an instant, and
●● deliver tests from your Learning Management System (LMS), your classroom, 

or wherever you want. 
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2 Chapter 1 Introduction

You apply for a loan for the first time. How does the bank assess the riskiness of the loan 
it might make to you? How does Amazon.com know which books and other products to 
 recommend to you when you log in to their web site? How do airlines determine what 
price to quote to you when you are shopping for a plane ticket? How can doctors better 
diagnose and treat you when you are ill or injured?

You may be applying for a loan for the first time, but millions of people around the world 
have applied for loans before. Many of these loan recipients have paid back their loans in 
full and on time, but some have not. The bank wants to know whether you are more like 
those who have paid back their loans or more like those who defaulted. By comparing your 
credit history, financial situation, and other factors to the vast database of previous loan 
recipients, the bank can effectively assess how likely you are to default on a loan.

Similarly, Amazon.com has access to data on millions of purchases made by customers 
on its web site. Amazon.com examines your previous purchases, the products you have 
viewed, and any product recommendations you have provided. Amazon.com then searches 
through its huge database for customers who are similar to you in terms of product pur-
chases, recommendations, and interests. Once similar customers have been identified, their 
purchases form the basis of the recommendations given to you.

Prices for airline tickets are frequently updated. The price quoted to you for a flight 
between New York and San Francisco today could be very different from the price that will 
be quoted tomorrow. These changes happen because airlines use a pricing strategy known 
as revenue management. Revenue management works by examining vast amounts of data 
on past airline customer purchases and using these data to forecast future purchases. These 
forecasts are then fed into sophisticated optimization algorithms that determine the optimal 
price to charge for a particular flight and when to change that price. Revenue management 
has resulted in substantial increases in airline revenues.

Finally, consider the case of being evaluated by a doctor for a potentially serious  medical 
issue. Hundreds of medical papers may describe research studies done on patients facing sim-
ilar diagnoses, and thousands of data points exist on their outcomes. However, it is extremely 
unlikely that your doctor has read every one of these research papers or is aware of all previ-
ous patient outcomes. Instead of relying only on her medical training and knowledge gained 
from her limited set of previous patients, wouldn’t it be better for your doctor to have access 
to the expertise and patient histories of thousands of doctors around the world?

A group of IBM computer scientists initiated a project to develop a new decision tech-
nology to help in answering these types of questions. That technology is called Watson, 
named after the founder of IBM, Thomas J. Watson. The team at IBM focused on one aim: 
How the vast amounts of data now available on the Internet can be used to make more data-
driven, smarter decisions. Watson is an example of the exploding field of artificial intelli-
gence (AI). Broadly speaking, AI is the use of data and computers to make decisions that 
would have in the past required human intelligence. Often, the computer software mimics 
the way we understand the human brain functions.

Watson became a household name in 2011, when it famously won the television game 
show, Jeopardy! Since that proof of concept in 2011, IBM has reached agreements with the 
health insurance provider WellPoint (now part of Anthem), the financial services  company 
Citibank, Memorial Sloan-Kettering Cancer Center, and automobile manufacturer  General 
Motors to apply Watson to the decision problems that they face.

Watson is a system of computing hardware, high-speed data processing, and analytical 
algorithms that are combined to make data-based recommendations. As more and more 
data are collected, Watson has the capability to learn over time. In simple terms, accord-
ing to IBM, Watson gathers hundreds of thousands of possible solutions from a huge data 
bank, evaluates them using analytical techniques, and proposes only the best solutions 
for consideration. Watson provides not just a single solution, but rather a range of good 
 solutions with a confidence level for each.

For example, at a data center in Virginia, to the delight of doctors and patients, Watson 
is already being used to speed up the approval of medical procedures. Citibank is begin-
ning to explore how to use Watson to better serve its customers, and cancer specialists at 
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 1.1 Decision Making 3

more than a dozen hospitals in North America are using Watson to assist with the diagnosis 
and treatment of patients.1

This book is concerned with data-driven decision making and the use of analytical 
approaches in the decision-making process. Three developments spurred recent explo-
sive growth in the use of analytical methods in business applications. First, technologi-
cal advances—such as improved point-of-sale scanner technology and the collection of 
data through e-commerce and social networks, data obtained by sensors on all kinds of 
mechanical devices such as aircraft engines, automobiles, and farm machinery through the 
so-called Internet of Things and data generated from personal electronic devices—produce 
incredible amounts of data for businesses. Naturally, businesses want to use these data to 
improve the efficiency and profitability of their operations, better understand their custom-
ers, price their products more effectively, and gain a competitive advantage. Second, ongo-
ing research has resulted in numerous methodological developments, including advances 
in computational approaches to effectively handle and explore massive amounts of data, 
faster algorithms for optimization and simulation, and more effective approaches for visu-
alizing data. Third, these methodological developments were paired with an explosion in 
computing power and storage capability. Better computing hardware, parallel computing, 
and, more recently, cloud computing (the remote use of hardware and software over the 
Internet) have enabled businesses to solve big problems more quickly and more accurately 
than ever before.

In summary, the availability of massive amounts of data, improvements in analytic 
methodologies, and substantial increases in computing power have all come together to 
result in a dramatic upsurge in the use of analytical methods in business and a reliance on 
the discipline that is the focus of this text: business analytics. As stated in the Preface, the 
purpose of this text is to provide students with a sound conceptual understanding of the 
role that business analytics plays in the decision-making process. To reinforce the applica-
tions orientation of the text and to provide a better understanding of the variety of applica-
tions in which analytical methods have been used successfully, Analytics in Action articles 
are presented throughout the book. Each Analytics in Action article summarizes an applica-
tion of analytical methods in practice.

1.1 Decision Making
It is the responsibility of managers to plan, coordinate, organize, and lead their organiza-
tions to better performance. Ultimately, managers’ responsibilities require that they make 
strategic, tactical, or operational decisions. Strategic decisions involve higher-level issues 
concerned with the overall direction of the organization; these decisions define the orga-
nization’s overall goals and aspirations for the future. Strategic decisions are usually the 
domain of higher-level executives and have a time horizon of three to five years. Tactical 
decisions concern how the organization should achieve the goals and objectives set by its 
strategy, and they are usually the responsibility of midlevel management. Tactical decisions 
usually span a year and thus are revisited annually or even every six months. Operational 
decisions affect how the firm is run from day to day; they are the domain of operations 
managers, who are the closest to the customer.

Consider the case of the Thoroughbred Running Company (TRC). Historically, TRC 
had been a catalog-based retail seller of running shoes and apparel. TRC sales revenues 
grew quickly as it changed its emphasis from catalog-based sales to Internet-based sales. 
Recently, TRC decided that it should also establish retail stores in the malls and downtown 
areas of major cities. This strategic decision will take the firm in a new direction that it 
hopes will complement its Internet-based strategy. TRC middle managers will therefore 
have to make a variety of tactical decisions in support of this strategic decision, including 

1“IBM’s Watson Is Learning Its Way to Saving Lives,” Fastcompany web site, December 8, 2012; H. Landi, “IBM 
Watson Health Touts Recent Studies Showing AI Improves How Physicians Treat Cancer,” FierceHealthcare web site, 
June 4, 2019.
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4 Chapter 1 Introduction

how many new stores to open this year, where to open these new stores, how many distri-
bution centers will be needed to support the new stores, and where to locate these distri-
bution centers. Operations managers in the stores will need to make day-to-day decisions 
regarding, for instance, how many pairs of each model and size of shoes to order from the 
distribution centers and how to schedule their sales personnel’s work time.

Regardless of the level within the firm, decision making can be defined as the following 
process:

1. Identify and define the problem.
2. Determine the criteria that will be used to evaluate alternative solutions.
3. Determine the set of alternative solutions.
4. Evaluate the alternatives.
5. Choose an alternative.

Step 1 of decision making, identifying and defining the problem, is the most critical. 
Only if the problem is well-defined, with clear metrics of success or failure (step 2), can a 
proper approach for solving the problem (steps 3 and 4) be devised. Decision making con-
cludes with the choice of one of the alternatives (step 5).

There are a number of approaches to making decisions: tradition (“We’ve always done 
it this way”), intuition (“gut feeling”), and rules of thumb (“As the restaurant owner, I 
schedule twice the number of waiters and cooks on holidays”). The power of each of these 
approaches should not be underestimated. Managerial experience and intuition are valuable 
inputs to making decisions, but what if relevant data were available to help us make more 
informed decisions? With the vast amounts of data now generated and stored electronically, 
it is estimated that the amount of data stored by businesses more than doubles every two 
years. How can managers convert these data into knowledge that they can use to be more 
efficient and effective in managing their businesses?

1.2 Business Analytics Defined
What makes decision making difficult and challenging? Uncertainty is probably the num-
ber one challenge. If we knew how much the demand will be for our product, we could 
do a much better job of planning and scheduling production. If we knew exactly how long 
each step in a project will take to be completed, we could better predict the project’s cost 
and completion date. If we knew how stocks will perform, investing would be a lot easier.

Another factor that makes decision making difficult is that we often face such an enor-
mous number of alternatives that we cannot evaluate them all. What is the best combina-
tion of stocks to help me meet my financial objectives? What is the best product line for a 
company that wants to maximize its market share? How should an airline price its tickets 
so as to maximize revenue?

Business analytics is the scientific process of transforming data into insight for making 
better decisions.2 Business analytics is used for data-driven or fact-based decision making, 
which is often seen as more objective than other alternatives for decision making.

As we shall see, the tools of business analytics can aid decision making by creating 
insights from data, by improving our ability to more accurately forecast for planning, by 
helping us quantify risk, and by yielding better alternatives through analysis and optimiza-
tion. A study based on a large sample of firms that was conducted by researchers at MIT’s 
Sloan School of Management and the University of Pennsylvania concluded that firms 
guided by data-driven decision making have higher productivity and market value and 
increased output and profitability.3

Some firms and industries 
use the simpler term, 
analytics. Analytics is often 
thought of as a broader 
category than business 
analytics, encompassing 
the use of analytical 
techniques in the sciences 
and engineering as well. In 
this text, we use business 
analytics and analytics 
synonymously.

2We adopt the definition of analytics developed by the Institute for Operations Research and the Management 
 Sciences (INFORMS).
3E. Brynjolfsson, L. M. Hitt, and H. H. Kim, “Strength in Numbers: How Does Data-Driven  Decisionmaking  
Affect Firm Performance?” Thirty-Second International Conference on Information Systems, Shanghai, China, 
December 2011. 
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1.3 A Categorization of Analytical Methods and Models
Business analytics can involve anything from simple reports to the most advanced optimi-
zation techniques (methods for finding the best course of action). Analytics is generally 
thought to comprise three broad categories of techniques: descriptive analytics, predictive 
analytics, and prescriptive analytics.

Descriptive Analytics
Descriptive analytics encompasses the set of techniques that describes what has happened in 
the past. Examples are data queries, reports, descriptive statistics, data visualization including 
data dashboards, some data-mining techniques, and basic what-if spreadsheet models.

A data query is a request for information with certain characteristics from a database. 
For example, a query to a manufacturing plant’s database might be for all records of ship-
ments to a particular distribution center during the month of March. This query provides 
descriptive information about these shipments: the number of shipments, how much was 
included in each shipment, the date each shipment was sent, and so on. A report sum-
marizing relevant historical information for management might be conveyed by the use 
of descriptive statistics (means, measures of variation, etc.) and data-visualization tools 
(tables, charts, and maps). Simple descriptive statistics and data-visualization techniques 
can be used to find patterns or relationships in a large database.

Data dashboards are collections of tables, charts, maps, and summary statistics that are 
updated as new data become available. Dashboards are used to help management monitor 
specific aspects of the company’s performance related to their decision-making respon-
sibilities. For corporate-level managers, daily data dashboards might summarize sales by 
region, current inventory levels, and other company-wide metrics; front-line managers may 
view dashboards that contain metrics related to staffing levels, local inventory levels, and 
short-term sales forecasts.

Data mining is the use of analytical techniques for better understanding patterns and 
relationships that exist in large data sets. For example, by analyzing text on social network 
platforms like Twitter, data-mining techniques (including cluster analysis and sentiment 
analysis) are used by companies to better understand their customers. By categorizing 
certain words as positive or negative and keeping track of how often those words appear in 
tweets, a company like Apple can better understand how its customers are feeling about a 
product like the Apple Watch.

Predictive Analytics
Predictive analytics consists of techniques that use models constructed from past data to 
predict the future or ascertain the impact of one variable on another. For example, past data 
on product sales may be used to construct a mathematical model to predict future sales. 
This mode can factor in the product’s growth trajectory and seasonality based on past pat-
terns. A packaged-food manufacturer may use point-of-sale scanner data from retail outlets 
to help in estimating the lift in unit sales due to coupons or sales events. Survey data and 
past purchase behavior may be used to help predict the market share of a new product. All 
of these are applications of predictive analytics.

Linear regression, time series analysis, some data-mining techniques, and simulation, 
often referred to as risk analysis, all fall under the banner of predictive analytics. We dis-
cuss all of these techniques in greater detail later in this text.

Data mining, previously discussed as a descriptive analytics tool, is also often used in 
predictive analytics. For example, a large grocery store chain might be interested in devel-
oping a targeted marketing campaign that offers a discount coupon on potato chips. By 
studying historical point-of-sale data, the store may be able to use data mining to predict 
which customers are the most likely to respond to an offer on discounted chips by purchas-
ing higher-margin items such as beer or soft drinks in addition to the chips, thus increasing 
the store’s overall revenue.

Appendix B, at the end of 
this book, describes how 
to use Microsoft Access to 
conduct data queries.
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Simulation involves the use of probability and statistics to construct a computer model 
to study the impact of uncertainty on a decision. For example, banks often use simulation 
to model investment and default risk in order to stress-test financial models. Simulation is 
also often used in the pharmaceutical industry to assess the risk of introducing a new drug.

Prescriptive Analytics
Prescriptive analytics differs from descriptive and predictive analytics in that prescriptive 
analytics indicates a course of action to take; that is, the output of a prescriptive model is 
a decision. Predictive models provide a forecast or prediction, but do not provide a deci-
sion. However, a forecast or prediction, when combined with a rule, becomes a prescriptive 
model. For example, we may develop a model to predict the probability that a person will 
default on a loan. If we create a rule that says if the estimated probability of default is more 
than 0.6, we should not award a loan, now the predictive model, coupled with the rule is 
prescriptive analytics. These types of prescriptive models that rely on a rule or set of rules 
are often referred to as rule-based models.

Other examples of prescriptive analytics are portfolio models in finance, supply network 
design models in operations, and price-markdown models in retailing. Portfolio models use 
historical investment return data to determine which mix of investments will yield the high-
est expected return while controlling or limiting exposure to risk. Supply-network design 
models provide plant and distribution center locations that will minimize costs while still 
meeting customer service requirements. Given historical data, retail price markdown mod-
els yield revenue-maximizing discount levels and the timing of discount offers when goods 
have not sold as planned. All of these models are known as optimization models, that is, 
models that give the best decision subject to the constraints of the situation.

Another type of modeling in the prescriptive analytics category is simulation optimiza-
tion which combines the use of probability and statistics to model uncertainty with optimi-
zation techniques to find good decisions in highly complex and highly uncertain settings. 
Finally, the techniques of decision analysis can be used to develop an optimal strategy 
when a decision maker is faced with several decision alternatives and an uncertain set of 
future events. Decision analysis also employs utility theory, which assigns values to out-
comes based on the decision maker’s attitude toward risk, loss, and other factors.

In this text we cover all three areas of business analytics: descriptive, predictive, and 
prescriptive. Table 1.1 shows how the chapters cover the three categories.

1.4 Big Data
On any given day, 500 million tweets and 294 billion e-mails are sent, 95 million photos 
and videos are shared on Instagram, 350 million photos are posted on Facebook, and  
3.5 billion searches are made with Google.4 It is through technology that we have truly 
been thrust into the data age. Because data can now be collected electronically, the avail-
able amounts of it are staggering. The Internet, cell phones, retail checkout scanners, sur-
veillance video, and sensors on everything from aircraft to cars to bridges allow us to 
collect and store vast amounts of data in real time.

In the midst of all of this data collection, the term big data has been created. There is no 
universally accepted definition of big data. However, probably the most accepted and most 
general definition is that big data is any set of data that is too large or too complex to be 
handled by standard data-processing techniques and typical desktop software. IBM 
describes the phenomenon of big data through the four Vs: volume, velocity, variety, and 
veracity, as shown in Figure 1.1.5

4J. Desjardins, “How Much Data Is Generated Each Day?” Visual Capitalist web site, April 15, 2019.
5IBM web site: www.ibmbigdatahub.com/sites/default/files/infographic_file/4-Vs-of-big-data.jpg.
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Chapter Title Descriptive Predictive Prescriptive

1 Introduction ● ● ●

2 Descriptive Statistics ●

3 Data Visualization ●

4 Probability: An Introduction to 
Modeling Uncertainty

●

5 Descriptive Data Mining ●

6 Statistical Inference ●

7 Linear Regression ●

8 Time Series and Forecasting ●

9 Predictive Data Mining ●

10 Spreadsheet Models ● ● ●

11 Monte Carlo Simulation ● ●

12 Linear Optimization Models ●

13 Integer Linear Optimization 
Models

●

14 Nonlinear Optimization Models ●

15 Decision Analysis ●

Coverage of Business Analytics Topics in This TexttAble 1.1

Source: IBM.

The Four Vs of Big DataFIGURe 1.1

Volume

Data at Rest

Terabytes to exabytes of
existing data to process

Velocity

Data in Motion

Streaming data, milliseconds
to seconds to respond

Variety

Data in Many Forms

Structured, unstructured,
text, multimedia

Veracity

Data in Doubt

Uncertainty due to data
inconsistency & incompleteness,
ambiguities, latency, deception,
model approximations
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8 Chapter 1 Introduction

Volume
Because data are collected electronically, we are able to collect more of it. To be useful, 
these data must be stored, and this storage has led to vast quantities of data. Many compa-
nies now store in excess of 100 terabytes of data (a terabyte is 1,024 gigabytes).

Velocity
Real-time capture and analysis of data present unique challenges both in how data are 
stored, and the speed with which those data can be analyzed for decision making. For 
example, the New York Stock Exchange collects 1 terabyte of data in a single trading ses-
sion, and having current data and real-time rules for trades and predictive modeling are 
important for managing stock portfolios.

Variety
In addition to the sheer volume and speed with which companies now collect data, more com-
plicated types of data are now available and are proving to be of great value to businesses. 
Text data are collected by monitoring what is being said about a company’s products or ser-
vices on social media platforms such as Twitter. Audio data are collected from service calls 
(on a service call, you will often hear “this call may be monitored for quality control”). Video 
data collected by in-store video cameras are used to analyze shopping behavior. Analyzing 
information generated by these nontraditional sources is more complicated in part because of 
the processing required to transform the data into a numerical form that can be analyzed.

Veracity
Veracity has to do with how much uncertainty is in the data. For example, the data could 
have many missing values, which makes reliable analysis a challenge. Inconsistencies in 
units of measure and the lack of reliability of responses in terms of bias also increase the 
complexity of the data.

Businesses have realized that understanding big data can lead to a competitive advan-
tage. Although big data represents opportunities, it also presents challenges in terms of data 
storage and processing, security, and available analytical talent.

The four Vs indicate that big data creates challenges in terms of how these complex data 
can be captured, stored, and processed; secured; and then analyzed. Traditional databases more 
or less assume that data fit into nice rows and columns, but that is not always the case with big 
data. Also, the sheer volume (the first V) often means that it is not possible to store all of the 
data on a single computer. This has led to new technologies like Hadoop—an open-source 
programming environment that supports big data processing through distributed storage and 
distributed processing on clusters of computers. Essentially, Hadoop provides a divide-and-
conquer approach to handling massive amounts of data, dividing the storage and processing 
over multiple computers. MapReduce is a programming model used within Hadoop that 
performs the two major steps for which it is named: the map step and the reduce step. The map 
step divides the data into manageable subsets and distributes it to the computers in the cluster 
(often termed nodes) for storing and processing. The reduce step collects answers from the 
nodes and combines them into an answer to the original problem. Technologies like Hadoop 
and MapReduce, paired with relatively inexpensive computer power, enable cost-effective pro-
cessing of big data; otherwise, in some cases, processing might not even be possible.

While some sources of big data are publicly available (Twitter, weather data, etc.), much 
of it is private information. Medical records, bank account information, and credit card 
transactions, for example, are all highly confidential and must be protected from computer 
hackers. Data security, the protection of stored data from destructive forces or unauthorized 
users, is of critical importance to companies. For example, credit card transactions are poten-
tially very useful for understanding consumer behavior, but compromise of these data could 
lead to unauthorized use of the credit card or identity theft. A 2016 study of 383 companies 
in 12 countries conducted by the Ponemon Institute and IBM found that the average cost of 
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a data breach is $3.86 million.6 Companies such as Target, Anthem, JPMorgan Chase, 
Yahoo!, Facebook, Marriott, Equifax, and Home Depot have faced major data breaches cost-
ing millions of dollars.

The complexities of the 4 Vs have increased the demand for analysts, but a shortage of 
qualified analysts has made hiring more challenging. More companies are searching for 
data scientists, who know how to effectively process and analyze massive amounts of data 
because they are well trained in both computer science and statistics. Next we discuss three 
examples of how companies are collecting big data for competitive advantage.

Kroger Understands Its Customers7 Kroger is the largest retail grocery chain in the United 
States. It sends over 11 million pieces of direct mail to its customers each quarter. The quar-
terly mailers each contain 12 coupons that are tailored to each household based on several 
years of shopping data obtained through its customer loyalty card program. By collecting and 
analyzing consumer behavior at the individual household level, and better matching its coupon 
offers to shopper interests, Kroger has been able to realize a far higher redemption rate on its 
coupons. In the six-week period following distribution of the mailers, over 70% of households 
redeem at least one coupon, leading to an estimated coupon revenue of $10 billion for Kroger.

Magicband at Disney8 The Walt Disney Company offers a wristband to visitors to its Or-
lando, Florida, Disney World theme park. Known as the MagicBand, the wristband contains 
technology that can transmit more than 40 feet and can be used to track each visitor’s location 
in the park in real time. The band can link to information that allows Disney to better serve 
its visitors. For example, prior to the trip to Disney World, a visitor might be asked to fill out 
a survey on his or her birth date and favorite rides, characters, and restaurant table type and 
location. This information, linked to the MagicBand, can allow Disney employees using smart-
phones to greet you by name as you arrive, offer you products they know you prefer, wish you 
a happy birthday, have your favorite characters show up as you wait in line or have lunch at 
your favorite table. The MagicBand can be linked to your credit card, so there is no need to 
carry cash or a credit card. And during your visit, your movement throughout the park can be 
tracked and the data can be analyzed to better serve you during your next visit to the park.

General electric and the Internet of things9 The Internet of Things (IoT) is the technolo-
gy that allows data, collected from sensors in all types of machines, to be sent over the Internet 
to repositories where it can be stored and analyzed. This ability to collect data from products 
has enabled the companies that produce and sell those products to better serve their customers 
and offer new services based on analytics. For example, each day General Electric (GE) gath-
ers nearly 50 million pieces of data from 10 million sensors on medical equipment and aircraft 
engines it has sold to customers throughout the world. In the case of aircraft engines, through 
a service agreement with its customers, GE collects data each time an airplane powered by 
its engines takes off and lands. By analyzing these data, GE can better predict when main-
tenance is needed, which helps customers avoid unplanned maintenance and downtime and 
helps ensure safe operation. GE can also use the data to better control how the plane is flown, 
leading to a decrease in fuel cost by flying more efficiently. GE spun off a new company called 
GE Digital 2.0 which operates as a stand-alone company focused on software that leverages 
IoT data. In 2018, GE announced that it would spin off a new company from its existing GE 
Digital business that will focus on industrial IoT applications.

Although big data is clearly one of the drivers for the strong demand for analytics, it is 
important to understand that, in some sense, big data issues are a subset of analytics. Many 
very valuable applications of analytics do not involve big data, but rather traditional data 
sets that are very manageable by traditional database and analytics software. The key to 

6S. Shepard, “The Average Cost of a Data Breach,” Security Today web site, July 17, 2018.
7Based on “Kroger Knows Your Shopping Patterns Better than You Do,” Forbes.com, October 23, 2013.
8Based on “Disney’s $1 Billion Bet on a Magical Wristband,” Wired.com, March 10, 2015.
9Based on “G.E. Opens Its Big Data Platform,” NYTimes.com, October 9, 2014; “GE Announces New Industrial IoT 
Software Business,“ Forbes web site, December 14, 2018. 
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